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METHOD OF AVOIDING SYNCHRONIZATION
BETWEEN COMMUNICATING NODES

BACKGROUND OF THE INVENTION
[0001] 1. Field of the Invention

[0002] The present invention relates to a system such as,
for example, a sensor network, a mobile communication
network, or a local area network (LAN) having a plurality of
communicating nodes. More particularly, the invention
relates to the avoidance of unwanted synchronization
between nodes, and the avoidance of collisions between
transmissions from different nodes.

[0003] 2. Description of the Related Art

[0004] The nodes of concern in the present invention are
intelligent devices such as computers, personal digital assis-
tants (PDAs), mobile telephones, or so-called smart sensors,
having computational capabilities as well as communication
capabilities. Networks of such nodes have become wide-
spread.

[0005] In a wireless network, since the nodes share a
common communication medium, sometimes referred to as
an air interface, they face a problem of collisions between
transmissions from different nodes. Two well-known solu-
tions to this problem are time division multiple access
(TDMA), in which a central server assigns different time
slots to the nodes, and carrier sense multiple access with
collision avoidance (CSMA/CA), in which there is no cen-
tral server but each node checks whether other nodes are
transmitting before transmitting itself, detects collisions
during transmission, and retransmits at a random time after
a collision.

[0006] Wired networks such as local area networks may
also have a common transmission medium such as a shared
cable, with the attendant problem of collisions. The widely
used Ethernet LAN communication system has adopted a
solution known as carrier sense multiple access with colli-
sion detection (CSMA/CD), which is similar to CSMA/CA,
except that collisions are detected from an increase in the
direct-current component on the cable.

[0007] The above solutions are not entirely satisfactory. In
the TDMA system, if the central server fails, all of the nodes
under its control lose the capability to communicate. Fur-
thermore, when nodes are added or removed, or when a node
fails, runs out of power, or is moved to another location, the
central server must discover the altered situation and reas-
sign the time slots. This is generally a complex process, and
is difficult to carry out rapidly when there are many nodes
generating traffic at once. In the CSMA/CA and CSMA/CD
systems, as the number of nodes generating traffic increases,
so does the amount of overhead included in the traffic,
causing an unavoidable loss of communication efficiency.

[0008] Transmission collisions, which occur when two
nodes transmit simultaneously on the same communication
medium, are just one example of the more general problem
of unwanted synchronization between nodes. Another well-
known example is the periodic transmission of routing
information by routers in a network such as the Internet.
Even though the router nodes are interconnected by separate
cables, if they become synchronized and all transmit routing
information at the same times, the network becomes over-
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loaded at these times and communication may be delayed, or
data may be lost. This type of synchronization has been
shown to occur as an unwanted by-product of almost any
type of interaction among nodes.

SUMMARY OF THE INVENTION

[0009] An object of the present invention is to provide a
method of avoiding collisions in a communication system by
autonomous control of the communicating nodes.

[0010] Another object of the invention is to enable the
nodes to adjust flexibly and autonomously to changing
conditions in the communication system.

[0011] Yet another object is to enable bandwidth to be
apportioned flexibly among nodes.

[0012] The invention provides a node having a signal
communication unit and a timing decision unit. The signal
communication unit transmits a first state variable signal to
another node and receives a second state variable signal
from the other node. The first state variable signal indicates
a first operating timing of the first node; the second state
variable signal indicates a second operating timing of the
second node. The timing decision unit causes a periodic
operation to take place in the first node at a timing respon-
sive to the second state variable signal, and generates the
first state variable signal so that the first operating timing is
related to the timing of the periodic operation. The timing
decision unit adjusts the timing of the periodic operation so
that the first operating timing and the second operating
timing are mutually distanced from each other, e.g., mutu-
ally out of phase.

[0013] The invention also provides a machine-readable
medium storing a program for controlling the invented node.

[0014] The invention further provides a method of con-
trolling a first node and a second node in a network. In this
method, a first state variable signal is transmitted from the
first node to the second node, indicating a first timing related
to a first periodic operation performed at the first node. A
second state variable signal is transmitted from the second
node to the first node, indicating a second timing related to
a second periodic operation performed at the second node.
The first periodic operation is controlled autonomously at
the first node so as to distance the first timing from the
second timing. The second periodic operation is controlled
autonomously at the second node so as to distance the
second timing from the first timing.

[0015] The first and second periodic operations may
include data transmission, in which case, by distancing the
first and second timings, the nodes can avoid collisions.
Alternatively, the first and second periodic operations may
be mechanical operations, control operations, data acquisi-
tion operations, or internal operations such as the perfor-
mance of a computational task or the generation of an
internal timing signal. Transmission of the first and second
state variable signals may also constitute the first and second
periodic operations.

[0016] If further nodes are added to the network, the nodes
can adapt to the changed conditions autonomously by
receiving further state variable signals from the added nodes.
Each node adjusts the timing of its own periodic operation


http://www.patentlens.net/

http://www.patentlens.net/

US 2005/0190796 Al

so as to distance the timing from the timings of periodic
operations performed at the other nodes.

[0017] Each node may perform its periodic operation at a
basic rate determined by the processing capability of the
node, the priority of data to be transmitted by the node, or
other factors. If the periodic operation involves data trans-
mission, then data transmission takes place in time slots that
are apportioned according to the node’s processing capabil-
ity, priority, or other factors.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] In the attached drawings:

[0019] FIG. 1 illustrates a plurality of nodes in a wireless
communication system;

[0020] FIG. 2 is a block diagram showing the internal
structure of a node according to a first embodiment of the
present invention;

[0021] FIG. 3 is a flowchart illustrating the communica-
tion method according to the first embodiment;

[0022] FIG. 4A illustrates an initial state during commu-
nication between two neighboring nodes;

[0023] FIG. 4B illustrates a transitional state during com-
munication between the two neighboring nodes;

[0024] FIG. 4C illustrates the steady state during com-
munication between the two neighboring nodes;

[0025] FIG. 5A illustrates an initial state during commu-
nication among three neighboring nodes;

[0026] FIG. 5B illustrates a transitional state during com-
munication among the three neighboring nodes;

[0027] FIG. 5C illustrates the steady state during com-
munication among the three neighboring nodes;

[0028] FIG. 6 is a block diagram showing the internal
structure of a node according to a second embodiment of the
invention;

[0029] FIG. 7 is a block diagram showing the internal
structure of a node according to a third embodiment;

[0030] FIG. 8 is a flowchart illustrating a communication
method used in the third embodiment;

[0031] FIG. 9 is a block diagram showing the internal
structure of a node according to a sixth embodiment of the
invention; and

[0032] FIG. 10 is a block diagram showing the internal
structure of a node according to a seventh embodiment of the
invention.

DETAILED DESCRIPTION OF THE
INVENTION

[0033] Embodiments of the invention will now be
described with reference to the attached drawings, in which
like elements are indicated by like reference characters.

First Embodiment

[0034] Referring to FIG. 1, a first embodiment of the
invention comprises a plurality of spatially distributed nodes
A that exchange data by wireless communication.
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[0035] As shown in FIG. 2, cach node A comprises an
impulse signal receiving unit 11, a communication timing
controller 12, an impulse signal transmitter 13, a steady-state
decision unit 14, a data communication unit 15, and a sensor
16. Each node A also has a power supply (not shown) for
supplying electrical power to these components.

[0036] The impulse signal receiving unit 11 receives an
input impulse signal Sinll and outputs a received impulse
signal Sprll to the communication timing controller 12 and
the steady-state decision unit 14.

[0037] The communication timing controller 12 generates
a phase signal Spr12 and outputs it to the impulse signal
transmitter 13, steady-state decision unit 14, and data com-
munication unit 15.

[0038] The impulse signal transmitter 13 outputs an output
impulse signal Soutll to the outside world, that is, to other
nodes.

[0039] The steady-state decision unit 14 generates a
steady-state decision signal Sprl3 and a slot signal Sprl4
and outputs them to the data communication unit 15.

[0040] The data communication unit 15 receives observa-
tion data SprlS from the sensor 16, receives an input data
signal Sinl2 from the outside world (other nodes), and
outputs an output data signal Sout12 to the outside world.

[0041] The sensor 16 receives environmental information
Sinl3 from the outside world and outputs observation data
Sprl5 to the data communication unit 15. The environmental
information Sinl3 is information about the physical envi-
ronment of the node, such as the ambient temperature, sound
level, level of vibration or seismic magnitude, concentration
of a chemical substance, or the like.

[0042] The output impulse signal Soutll and output data
signal Soutl2 shown in FIG. 2 are baseband signals which
are modulated onto a high-frequency carrier signal before
being transmitted. The impulse signal transmission means
13 and data communication means 15 in the first embodi-
ment share the same carrier frequency and may therefore
share the same circuits (not shown) for generating and
modulating the carrier signal. Similarly, the impulse signal
receiving means 11 and data communication means 15 may
share common circuits for demodulating a high-frequency
received carrier signal to obtain the input impulse signal
Sinl1 and input data signal Sinl12.

[0043] The impulse signal receiving unit 11 and impulse
signal transmitter 13 constitute a state variable signal com-
munication unit. The communication timing controller 12
and impulse signal transmitter 13 constitute a timing deci-
sion unit. The state-variable signals are the input impulse
signal Sinll and output impulse signal Soutll. The period
operation performed in the first embodiment is the trans-
mission of the output impulse signal Soutll. This periodic
operation also establishes an internal timing, referred to
below as a time slot, for transmission of the output data
signal Soutl2, but the output data signal Soutl2 is not
necessarily transmitted in every time slot.

[0044] Each of the constituent elements shown above may
be a separate hardware module, but some of the elements,
such as the communication timing controller 12, may be
implemented as software executed by a general-purpose
computing device.
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[0045] The nodes are not limited to the internal structure
shown in FIG. 2; various modifications are possible. For
example, elements shown as separate functional blocks in
FIG. 2 may be combined into a single hardware or software
block, or an element shown as a single functional block may
be divided into a plurality of hardware or software blocks.
The functional components of a single node may be dis-
posed at physically separate locations.

[0046] The functions performed by these units will be
described in more detail in the following description of the

operation of the first embodiment, which will be based on
the flowchart in FIG. 3.

[0047] In step 3-1 in FIG. 3, the impulse signal receiving
unit 11 receives an output impulse signal Sout11 transmitted
by a neighboring node as an input impulse signal Sinll.
‘Neighboring’ means that, for example, the node is within
radio transmission range and is in a communication-enabled
state. The input impulse signal Sinll is a timing signal
representing timing information but not carrying any data.
Ideally the input impulse signal Sinll is a delta-function
signal comprising a pulse of infinite height and infinitesimal
width, but in practice the pulse has, for example, a Gaussian
waveshape with finite height and positive width.

[0048] In step 3-2, the impulse signal receiving unit 11
reshapes the received signal to generate the received impulse
signal Sprll. The received signal can be reshaped by using
a low-pass filter to remove noise. Alternatively, since the
impulse signals exchanged between the nodes have a uni-
form waveshape defined by a predetermined mathematical
function, instead of reshaping the received signal, the
impulse signal receiving unit 11 can regenerate a timing
signal synchronized with the reception of the input impulse
signal Sin11 and having the intended waveshape, and use the
regenerated signal as the received impulse signal Sprll.

[0049] In step 3-3, the communication timing controller
12 performs calculations to determine the timing of trans-
mission of the output impulse signal Soutll. More specifi-
cally, the communication timing controller 12 advances the
phase of a state variable 0,(t) that models nonlinear oscil-
lation by cycling in the range from zero to 2 w. The output
impulse signal Soutll is transmitted when the state variable
has a specific phase value o, such as zero radians (a=0). The
rate at which the phase of the state variable 0,(t) advances is
controlled by, for example, the differential equation (1)
below.

[0050] This equation (1) is essentially a rule for generating
local variations in the basic period of the nonlinear oscilla-
tion at the i-th node in response to received impulse signals
Sprll from neighboring nodes. The variable t represents
continuous time, and ® is a natural angular frequency
parameter expressing the basic oscillation period, that is, the
basic rhythm with which the periodic operation is performed
at the node. It will be assumed in this embodiment that w has
a uniform predetermined value throughout the system. The
function P,(t) expresses the value at time t of the received
impulse signal Spr1l obtained by reshaping or regenerating
the input impulse signal Sinll received from neighboring
node k (k=1 to N). N is the total number of neighboring
nodes within spatial receiving range, capable of producing a
received impulse signal Sprll. The function R(6,(t), o(t)) is
a phase response function that determines how the basic
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period or rhythm is varied in response to the received
impulse signals Sprll.

v €8]
A4 /di=w+ ) P)- RO, o(0)

k=1

R(0:(1), o(n)) = sin(0; (1) + o(1))

o) =7 + ()

[0051] 6,(t): phase signal of node i
[0052] o: natural angular frequency parameter

[0053] P.(t): received impulse signal received from
node k

[0054] R (841), o(t)): phase response function
[0055] ¢(t): random noise function

[0056] In known art dealing with coupled oscillating sys-
tems such as the above in which a plurality of interacting
nodes exhibit some type of internal nonlinear oscillating
behavior, many ways have been devised of achieving
desired effects by shaping the nonlinearity of the oscillating
behavior so as to bring neighboring nodes into phase, so that
they oscillate in step with one another. Examples can be
found in Japanese Unexamined Patent Application Publica-
tion No. 2002-359551.

[0057] The present invention takes the opposite approach:
it shapes the nonlinearity of the oscillating behavior so as to
force neighboring nodes out of step with each other, so that,
for example, their oscillations are mutually 7 radians (180°)
out of phase. Keeping neighboring nodes in the present
embodiment out of phase with each other ensures that their
transmitted impulse signals Sout1l do not collide and that,
when transmitted, their output data signals Soutl2 do not
collide either.

[0058] In the phase response function R(6(t), o(t)), the
term o(t) is the sum of a constant term 7t and a random
function ¢(t). The constant term 7 attempts to bring neigh-
boring nodes into complementary phase with each other by
distancing the transmission timings of one node as far as
possible from the transmission timings of another node. The
random function ¢(t) gives the nonlinear characteristic a
random variability by generating noise (random values)
according to, for example, a Gaussian probability distribu-
tion with a mean value of zero and a standard deviation that
can be selected on the basis of experiments.

[0059] The random variability is added to keep the system
from becoming trapped in a locally stable state (local
solution) other than the desired stable state (optimal solu-
tion) in which the transmission timings of the output impulse
signal Soutll at neighboring nodes are appropriately out of
phase with each other. In a coupled oscillating system there
are generally a plurality of stable states (local solutions)
other than the optimal solution. Random variability is intro-
duced as a means of jogging the system out of a local
solution so that it can reach the optimal solution.

[0060] The phase response function R(8,(t), o(t)) in equa-
tion (1) above is a sine function, but the invention is not
limited to the use of a sine function, and the constant term
is not limited to . The constant term may be any constant
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A other than zero or an even multiple of x (e.g., any value
in the range O<A<2 ). If a constant other than 7t is used, the
result will be that neighboring nodes attempt to assume
different but not reverse phases.

[0061] Although the above equation (1) takes the sum of
the received impulse signals Sprll received from a plurality
of neighboring nodes k, it is also possible to process the
received impulse signals Sprll one by one by removing the
summation symbol (Z) from the equation.

[0062] The calculations required by equation (1) can be
carried out by software using well-known numerical analy-
sis methods such as the Runge-Kutta method. (For a Japa-
nese description of the Runge-Kutta method, see UNIX
Wakusuteishon ni yoru Kagaku Gijutsu Keisan Hando-
bukku-Kiso-hen C-gengo ban (Handbook of Scientific and
Engineering Computation on UNIX Workstations—Basic C
Language Edition) by Hayato Togawa, published by Saiensu
Co.) Alternatively, the calculations can be carried out by
dedicated hardware.

[0063] The communication timing controller 12 calculates
the phase 6,(t) from equation (1) for successive values of the
time parameter t, and supplies the result to the impulse
signal transmitter 13, steady-state decision unit 14, and data
communication unit 15 as the phase signal Sprl12. The
impulse signal transmitter 13, steady-state decision unit 14,
and data communication unit 15 take various actions on the
basis of the phase signal Spr12, as described below.

[0064] The invention is not restricted to the use of equa-
tion (1) or to the use of state variable signals indicating
phase. A state variable signal may be any signal indicating
the state of a variable that expresses an operating state or
operating timing of a node. For example, instead of phase,
the state variable signal may express displacement, and the
underlying nonlinear oscillation model may not be the
locally varied harmonic oscillator described by equation (1)
but any other type of nonlinear oscillation, including disor-
derly or chaotic oscillation.

[0065] The above computational operations will be
explained in further detail with reference to drawings that
show how the phases of two or three nodes are forced apart
over time.

[0066] FIGS. 4A, 4B, and 4C illustrate this process when
there is just one neighboring node j near the node of interest
i. FIG. 4A shows an exemplary initial state, when the
system starts operating. Nonlinear oscillation is modeled by
the motion of the two point masses rotating around a circle,
expressing the timing phase of these nodes i, j. If the
rotational motion of a point mass is projected onto the
vertical axis or horizontal axis, the motion of the projected
point exhibits harmonic nonlinear oscillation. From equation
(1), a nonlinear characteristic operating on the two mass
points attempts to bring them into complementary phases, so
with elapse of time the initial state in FIG. 4A passes
through a transitional state such as the one in FIG. 4B and
finally settles into the steady state shown in FIG. 4C.

[0067] The two point masses rotate with a basic angular
velocity (equivalent to the basic rate of transitions in the
operating states of their nodes) given by the natural angular
frequency parameter m. The point masses interact by trans-
mission and reception of output impulse signals Soutll,
alter (quicken or slow) their angular velocities as a result of
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the interaction, and reach a steady state in which a comple-
mentary phase relationship is maintained. This process can
be understood as operating by mutual repulsion of the two
point masses as they rotate.

[0068] InFIGS.5A, 5B, and 5C there are two neighboring
nodes j1 and j2 near the node of interest i. FIG. 5A shows
an exemplary initial state, FIG. 5B shows a transitional
state, and FIG. 5C shows the steady state in which the
phases at the three nodes are mutually separated by 2 7/3
radians. This state can also be thought of as being reached
by mutual repulsion of point masses rotating around a circle.
Similar operations occur when the number of neighboring
nodes is three or more.

[0069] If the number of neighboring nodes changes during
the course of system operation, the steady state changes
adaptively. Assume, for example, that there is now one node
neighboring the node of interest, and that a stable phase
relationship has been established as in FIG. 4C. Then
assume that one new neighboring node is added. The sta-
bility of the phase relationship is destroyed, but after passing
through a transitional state, the system assumes a new steady
state in which there are two neighboring nodes, as in FIG.
5C. Similar adaptation occurs when two or more new
neighboring nodes are added, or when a neighboring node is
removed or stops functioning. The first embodiment enables
all of the nodes constituting the system to form stable phase
relationships with their neighboring nodes and adapt to
changes flexibly and autonomously.

[0070] The operation of the first embodiment can be
described in more general terms as follows. Each node
generates an internal state variable signal according to a pair
of rules, performs a periodic operation at times indicated by
the state variable signal, and informs neighboring nodes of
the value of its internal state variable by transmitting an
output state variable signal from time to time. In the first
embodiment, the internal state variable signal is the phase
signal Sprl2, and the output state variable signal is the
output impulse signal Soutll.

[0071] The first rule by which the internal state variable
signal is generated determines the basic rate at which the
operation is performed. In the first embodiment, this rule is
given by the natural angular frequency parameter w.

[0072] The second rule varies the rate at which the opera-
tion is performed, in response to state variable information
received from neighboring nodes. This rule operates repul-
sively by driving the internal state of the node away from the
internal states of the neighboring nodes. In the first embodi-
ment, the second rule is given by equation (1).

[0073] The second rule operates locally; that is, each node
controls its own internal state and timing autonomously.

[0074] The first rule may be either local or global. In the
first embodiment, it is assumed that the first rule is global
and constant, i.e., that all nodes have the same constant
natural angular frequency parameter w, but in the general
case, different nodes may operate at different basic rates. For
example, the basic rate may vary with the physical location
of the node. The basic rates at some nodes may be integer
multiples of the basic rates at other nodes. Alternatively, the
basic rates of the nodes may all be close to a central value,
but may be distributed randomly around the central value
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according to, for example, a Gaussian probability distribu-
tion. The basic rate of a node may also vary over time.

[0075] The first and second rules may be based on various
nonlinear oscillation models. It is not necessary to model the
oscillating mechanism or phenomena exactly; a simplified or
abstracted model may be used.

[0076] Referring again to FIG. 3, in step 3-4, the impulse
signal transmitter 13 transmits the output impulse signal
Soutll according to the phase signal Sprl2. That is, it
transmits the output impulse signal Py(t) when the phase
signal Spr12 takes on a specific value o

6,(n=a (0=a=2 m)

[0077] The output impulse signal Soutll or P,(t), like the
above input impulse signal Sinll, is a timing signal having,
for example, a Gaussian waveshape. A particular value of o
is uniformly set for the entire system. No generality is lost
by assuming that a=0, so in the following distribution it will
be assumed that a=0 uniformly throughout the system.

[0078] In step 3-5, the steady-state decision unit 14
decides whether the transmission timings of the output
impulse signals Soutll at its own node and neighboring
nodes are in a transitional state or the steady state. In the
steady state, the transmission timings of the output impulse
signal Soutl1 at these nodes are stabilized in an appropriate
non-colliding temporal relationship. The steady-state deci-
sion unit 14 observes the timing of the received impulse
signal Sprll and output impulse signal Soutll, and decides
that they are in the steady state if the timing difference
remains temporally constant, or nearly constant. That is, the
steady-state decision unit 14 decides any stable timing
relationship as the steady state. The steady-state decision can
be carried out, for example, as follows.

[0079] (a) The value B of the phase signal Spr12 at
the timing of generation of the received impulse
signal Sprll is observed for one basic period of the
phase signal Spr12. Let the values [ of the phase
signal Sprl2 obtained as a result of performing the
above observation be:

By B - By (0<ﬁ1<[52<- .-

[0080] (b) The differences (phase differences) A
between adjacent values are calculated from the
observed values 8 of the phase signal Sprl2.

<Py<2 m)

A=By, Ay=P=By, - . - s Ax=PBn—Pr-1

[0081] (c) Processes (a) and (b) above are carried out
at intervals of one period of the phase signal Sprl12
and the rate of change y (differences) in the phase
difference A between adjacent periods are calculated.

> Yn=Ax(T+

Y1=A1(SH)'1)‘A1(T)> V=M (T+1)-Ay(D), . .

(T
[0082] where T indicates discrete time in units of one
period of the phase signal Sprl2.

[0083] The steady state is recognized when the above rates
of change v are all smaller than a predetermined value €.

Y1<€ Y2<€, . .y Yn<€

[0084] In the example above, the steady state is recog-
nized on the basis of the rate of change in phase difference
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A over two periods. It is also possible, however, to make the
steady state decision according to whether the decision
condition

Y1<6 Y2<6, - .

[0085] is satisfied over M periods (where M is an integer
greater than two). The larger the value of M is, the more
stable the state must be in order for the steady-state decision
unit 14 to decide that the steady state has been reached.

[0086] In the example above, the steady-state decision is
made on the basis of all received impulse signals Sprll
received in each period of the phase signal Spr12, but the
decision may be based on only some of the received impulse
signals Sprll.

-5 YN<E

[0087] The steady-state decision unit 14 outputs the
steady-state decision signal Sprl3 indicating the decision
result and the slot signal Sprl4 to the data communication
unit 15. The slot signal Spr14 gives the value 3, of the phase
signal Sprl2 at the first received impulse signal Sprll
following phase zero. The steady-state decision signal Spr13
and slot signal Sprl4 are output at intervals equal to the
period of the phase signal Sprl2.

[0088] In step 3-6, the sensor 16 senses a property of the
physical environment of the node, such as temperature,
sound intensity, vibration, chemical concentration, or any
other measurable property. The sensed property acts as an
input signal Sin, from which the sensor 16 generates obser-
vation data Sprl5. The sensor 16 sends the observation data
Sprl$ to the data communication unit 15. The data commu-
nication unit 15 also receives the output data signals Sout12
transmitted by neighboring nodes as input data signals
Sinl2.

[0089] In step 3-7, the data communication unit 15 trans-
mits the observation data Sprl5 or the input data signal
Sin12 (or both) to other nodes as the output data signal
Sout12. The output data signal Soutl2 is transmitted when
the steady-state decision signal Sprl3 indicates that the
steady state has been recognized, and is not transmitted
when the steady-state decision signal Sprl3 indicates a
transitional state. The output data signal Sout12 and output
impulse signal Soutll are transmitted in the same frequency
band. The output data signal Sout12 is transmitted in a time
slot (time interval) described below.

[0090] The time slot starts at a timing following the
transmission of the output impulse signal Soutll, and ends
at a timing preceding the generation of the closest received
impulse signal Spr1l. If the output impulse signal Soutll is
transmitted at phase zero, the output data signal Soutl2 is
transmitted in a time slot in which the phase 0,(t) indicated
by the phase signal Spr12 satisfies the following condition.

8, <6;(0)<p,-5,

[0091] The parameter 9, corresponds to the space of time
required for the transmission of the output impulse signal
Soutll. The parameter d, indicates the space of time that
must be allowed between the termination of transmission of
the output data signal Soutl2 and the generation of the
closest following received impulse signal Sprll is gener-
ated. Both parameters have experimentally determined val-
ues, expressible in radians. The rate at which sensor obser-
vations are made may be equal to, faster than, or slower than
the basic rate represented by the natural angular frequency
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parameter o. If necessary, a single time slot may be used to
transmit a plurality of sensor observations, or data from a
single sensor observation may be transmitted over a series of
consecutive time slots. In some time slots, no observation
data may be transmitted.

[0092] If each node transmits data in time slots satisfying
the conditions above, neighboring nodes can share the same
frequency band and still avoid collisions of transmitted data.

[0093] The transmitted signal strength (signal propagation
range) D12 of the output data signal Soutl2 is controlled
independently of the transmitted signal strength (signal
propagation range) D11 of the output impulse signal Sout11.
The two signal strengths may have a predetermined rela-
tionship: for example, D11 may be twice D12. Alternatively,
the relationship may be varied adaptively. An appropriate
relationship is one such that any two nodes capable of
generating mutually interfering output data signals can also
receive each other’s output impulse signals and thereby
adjust their transmission timing so as to avoid data colli-
sions.

[0094] Steps 3-3 to 3-7 in FIG. 3 and can be executed
without executing steps 3-1 and 3-2. The communication
timing calculations are performed to generate the phase
signal Sprl2 on a regular basis, regardless of the reception
or non-reception of state variable signals from other nodes.
If state variable signals are received from other nodes, they
will affect the calculations, but if they are not received, the
calculations will proceed nevertheless.

[0095] In contrast to conventional TDMA systems, in
which a centralized server manages all time slot assign-
ments, the present embodiment lets the network nodes
determine their own time slot assignments autonomously, on
a distributed basis, by mutual interaction among neighboring
nodes. Since the present embodiment does not rely on a
centralized server, it does not experience the problem of all
nodes under the control of a centralized server becoming
incapable of communication if the server fails.

[0096] In the present embodiment, when nodes are added
to or removed from part of the system or when a node fails
or moves to another location, the set of nodes affected by the
change adapt to the change and readjust their time slots
autonomously, while nodes not affected by the change
continue data communication without interruption, using
their existing time slots.

[0097] Because time slots are adjusted locally among
neighboring nodes, non-neighboring nodes may transmit
data simultaneously. More specifically, nodes with non-
overlapping impulse signal propagation ranges may transmit
simultaneously to make efficient use of time-slot resources.
In the present embodiment, this efficiency is achieved
autonomously. If a similar type operation were to be
attempted in a system managed by a centralized server, the
server would have to keep track of the spatial positional
relationships of all nodes and their signal propagation
ranges, and would have to modify the time-slot assignments
whenever any of these relationships and ranges changed. In
a system in which such changes occur frequently, the
computational cost of these operations would be high, much
additional communication overhead would be necessary,
and communication efficiency would suffer accordingly.

[0098] In the present embodiment, in contrast, there is no
need for complex computations to be carried out by a
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centralized server, the amount of overhead does not increase
even when many nodes generate traffic, and communication
efficiency is not lowered as traffic increases. Compared with
conventional CSMA/CA systems, the present embodiment
offers improvements in the stability, efficiency, adaptability,
and cost of data communication.

[0099] In a variation of the first embodiment, only nodes
that generate data communication traffic transmit the output
impulse signal Soutll (that is, only nodes generating data
communication traffic interact with their neighboring
nodes). In this case, as some nodes stop generating traffic
and other nodes start generating traffic, the time slots are
reassigned adaptively so as to make efficient use of com-
munication resources.

[0100] In another variation of the first embodiment, the
sensor 16 is replaced by another type of device generating
data to be transmitted periodically. There is no restriction on
the type of data transmitted or the content of the data.

Second Embodiment

[0101] Next, a node according to a second embodiment of
the invention will be described. Referring to FIG. 6, the
second embodiment adds a suspension controller 10 to the
node structure in the first embodiment. The suspension
controller 10 outputs a suspend signal Spr10 to all the other
constituent elements of the node, that is, to the impulse
signal receiving unit 11, communication timing controller
12, impulse signal transmitter 13, steady-state decision unit
14, data communication unit 15, and sensor 16.

[0102] The second embodiment operates in the same way
as the first embodiment, except for the following differences.

[0103] The suspension controller 10 switches the opera-
tion of each other constituent element in the node on and off
periodically. The impulse signal receiving unit 11, commu-
nication timing controller 12, impulse signal transmitter 13,
steady-state decision unit 14, data communication unit 15,
and sensor 16 operate when the suspend signal Sprl0 is in
the on-state, and stop operating when the suspend signal
Spr10 is in the off-state. The ratio of on-time to off-time may
be a uniform constant ratio a:b (on-time:off-time=a:b where
a and b are positive integers), or the ratio may vary from
time to time and from node to node. The on-off cycles at
different nodes are not synchronized.

[0104] The introduction of the suspension controller 10
causes the nodes to cycle between active and inactive states
asynchronously. As seen from one node, the other nodes
follow active-inactive cycles that are randomly related.
Because of the randomness in the active-inactive cycles, the
function ¢(t) used to provide random variability in equation
(1) in the first embodiment is no longer necessary. Equation
(1) can accordingly be simplified as follows.

N
Ao di=w+ )P0 RO)
k=1

R(0;(1)) = sin(6; (1) + 7)

[0105] 06,(t): phase signal of node i

[0106] w: natural angular frequency parameter
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[0107] Py(t): received impulse signal from node k
[0108] R(8,(1)): phase response function

[0109] The second embodiment provides the same advan-
tages as the first embodiment and the following additional
advantage. In the first embodiment the nodes constituting
the system are always active and always consume power. In
the second embodiment, however, each node becomes active
only intermittently. When a node is inactive, it consumes
less power. If the nodes are battery-operated, drain on the
batteries is reduced and the operating life of the system can
be extended.

Third Embodiment

[0110] Next, a third embodiment of the present invention
will be described. Referring to FIG. 7, a node in the third
embodiment comprises a data pulse signal receiving unit 31,
a communication timing controller 32, a steady-state deci-
sion unit 33, a data pulse signal transmitter 34, and a sensor
35.

[0111] The data pulse signal receiving unit 31 receives an
input data pulse signal Sin31, outputs a received impulse
signal Spr31 to the communication timing controller 32 and
steady-state decision unit 33, and outputs a received data
signal Spr31 to the data pulse signal transmitter 34. The
communication timing controller 32 outputs a phase signal
Spr33 to the steady-state decision unit 33 and the data pulse
signal transmitter 34. The steady-state decision unit 33
outputs a steady-state decision signal Spr34 to the data pulse
signal transmitter 34. The data pulse signal transmitter 34
sends an output data pulse signal Sout31 to the outside
world. The sensor 35 inputs environmental information
Sin32 and outputs observation data Spr35 to the data pulse
signal transmitter 34, operating in the same way as the
sensor in the first embodiment.

[0112] In the third embodiment, the data pulse signal
receiving unit 31 and data pulse signal transmitter 34
function as a state variable signal communication unit. The
communication timing controller 32 and data pulse signal
transmitter 34 function as a timing decision unit. The data
pulse signal transmitter 34 also functions as a data commu-
nication unit.

[0113] The operation of the third embodiment will be
described with reference to the FIG. 8. Mainly, the opera-
tions differing from the first embodiment will be described,
descriptions of similar operations will be omitted.

[0114] First, in step 8-1 the data pulse signal receiving unit
31 receives a data pulse signal transmitted by a neighboring
node (for example, another node within radio transmission
range) as an input data pulse signal Sin31. The input data
pulse signal Sin31 has sufficient pulse width to enable the
pulse to be modulated by a data signal. Prior to modulation,
the pulse may be a rectangular pulse, or may have a
triangular waveshape, a Gaussian waveshape, or any other
suitable waveshape, the same waveshape being used
throughout the system. The pulse thus includes both a data
component and a timing component, the timing component
being represented by the timing of the pulse.

[0115] In step 8-2, the data pulse signal receiving unit 31
demodulates the received input data pulse signal Sin31, and
separates it into an impulse signal representing the timing
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component and a data signal representing the data compo-
nent. The separated impulse signal is output to the commu-
nication timing controller 32 and steady-state decision unit
33 as the received impulse signal Spr31. The data compo-
nent is output to the data pulse signal transmitter 34 as a
received data signal Spr32.

[0116] Instep 8-3, the communication timing controller 32
calculates transmitting timings by the method described in
the first embodiment. A repeated description will be omitted.

[0117] Instep 8-4, the steady-state decision unit 33 makes
steady-state decisions as described in the first embodiment,
but does not generate the slot signal Spr14 described in the
first embodiment.

[0118] Instep 8-5, if the steady-state decision signal Spr34
indicates that the steady state has been reached, the data
pulse signal transmitter 34 modulates the observation data
Spr36 received from the sensor 35 or the received data signal
Sin32 (or both) onto a pulse signal to generate an output data
pulse signal Sout31, and transmits the output data pulse
signal Sout31 when the phase signal Spr33 takes on a
specific value a.

0;(H)=0 (0=a<2 n)

[0119] If the steady-state decision signal Spr34 indicates a
transitional state, the data pulse signal transmitter 34 trans-
mits the pulse signal at the above timing without modulating
observation data onto the pulse waveform.

[0120] In comparison with the first embodiment, which
transmits separate data and timing signals, the third embodi-
ment includes both data and timing information in the same
output data pulse signal. In the third embodiment, accord-
ingly, it is only necessary to avoid collisions between these
data pulse signals; it is not necessary to avoid collisions
between separate data signals. This enables data communi-
cation to remain relatively stable even when the number of
mutually interacting nodes is extremely large and each node
can be allotted only a very brief time for data transmission.

[0121] In the third embodiment, as in the first embodi-
ment, even when nodes are added to or removed from part
of the system or when a change occurs such as a malfunction
or a change in location, a flexible response is made and
efficient data communication is maintained.

Fourth Embodiment

[0122] Next, a fourth embodiment of the present invention
will be described. The nodes in the fourth embodiment have
the same structure as in the first embodiment, shown in FIG.
2, but the impulse signal transmitter 13 and data communi-
cation unit 15 use different frequency bands. Accordingly,
the impulse signal transmitter 13 and data communication
unit 15 cannot share transmitting circuitry to the same extent
as in the first embodiment; a separate carrier signal must be
generated and modulated for each frequency band.

[0123] Operations in the fourth embodiment that differ
from operations in the first embodiment will be described
below.

[0124] Since the output impulse signal Soutll and the
output data signal Soutl2 are transmitted in different fre-
quency bands in the fourth embodiment, these two signals
do not have to be transmitted at separate times. The time slot
used to transmit the output data signal Soutl2 in the data
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communication unit 15 therefore starts at the transmission
timing of the output impulse signal Soutll, and terminates
at a timing preceding the generation of the closest received
impulse signal Sprll. This condition can be satisfied by
transmitting the output data signal Soutl2 in a time slot in
which the value 0,(t) of the phase signal Sprl2 satisfies the
following condition.

0<6;()<p1-0,

[0125] The meaning of the symbols in the above condition
is the same as in the first embodiment, and it is assumed, as
in the first embodiment, that the output impulse signal
Sout11 is transmitted when the phase signal Spr12 indicates
zero phase, that is, when 6;(t)=0.

[0126] The fourth embodiment provides the same effects
as the first embodiment. In addition, since the fourth
embodiment enables the output impulse signal Soutll and
output data signal Soutl2 to be transmitted at overlapping
times, it is possible assign wider time slots for the trans-
mission of the output data signal Soutl2 than in the first
embodiment. This enables the fourth embodiment to con-
tinue stable operation at higher data traffic rates than in the
first embodiment.

Fifth Embodiment

[0127] Next, a fifth embodiment of the present invention
will be described. The nodes in the fifth embodiment have
the same structure as in the first embodiment, shown in FIG.
2, except that the data communication unit 15 assigns
quantified priority levels to the data it transmits, and the
communication timing controller 12 dynamically controls
the value of the natural angular frequency parameter 6 (the
basic transmission rate) at its own node, according to the
quantified priority level. The priority level may represent,
for example, a level of necessity, activity, urgency, or the
like, and may also be related to the amount of data to be
transmitted.

[0128] The fifth embodiment adds the following opera-
tions to the operations described in the first embodiment
with regard to the communication timing calculations (step
3-3 in FIG. 3). Other operations in the fifth embodiment are
the same as in the first embodiment.

[0129] In step 3-3, the data communication unit 15 quan-
tifies the priority level of the data it receives and notifies the
communication timing controller 12 of the priority level.
The received data may be the observation data Sprl5
received from the sensor 16, or data received from a
neighboring node or by human intervention. A quantified
priority level is generated each time the data communication
unit 15 receives data to be transmitted.

[0130] The priority level may be determined from the
type, content, attributes, quantity, and other properties of the
data to be transmitted. Basically, the priority level represents
the urgency with which the data must be transmitted. One
exemplary way to generate a quantified priority level is to
use a predetermined rule that assigns different priority
weights to different types of data, and multiply the amount
of data to be transmitted by the priority weight. If the data
to be transmitted include several different types of data, a
weighted sum may be taken.

[0131] The communication timing controller 12 dynami-
cally controls the value of the natural angular frequency
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parameter  (the basic rate) according to the quantified
priority level. In one exemplary scheme, the natural angular
frequency parameter w is allowed to take on values that are
integer multiples of a reference value equal to a predeter-
mined minimum angular frequency. The minimum angular
frequency may be determined experimentally according to
the application or other system conditions. The reference
value is assigned to the natural angular frequency parameter
o when the data communication unit 15 reports the lowest
quantified priority value, and higher integer multiples are
assigned for higher quantified priority values.. As the quan-
tified priority value increases, the natural angular frequency
parameter m increases in a series of steps.

[0132] In another exemplary scheme, the values of the
natural angular frequency parameter w are not limited to
exact integer multiples of a reference frequency but may
also be values in a predetermined vicinity of an integer
multiple of the reference frequency.

[0133] In yet another exemplary scheme, each node has a
quantified priority level that changes over time, so that w is
a function of time.

[0134] Regardless of the scheme used, uniform rules for
controlling the value of w are set in advance throughout the
system. If the values of w are mutually related by integer
ratios or near-integer ratios, then even if different neighbor-
ing nodes have different values of w, a steady state can be
reached and maintained in which the timings of the output
impulse signals Soutll transmitted by neighboring nodes
are appropriately distanced from one another and data
collisions are avoided as in the first embodiment.

[0135] The fifth embodiment provides the same effects as
the first embodiment, with the further effect that neighboring
nodes need not share transmission time on an equal basis;
nodes with relatively more urgent needs to transmit data can
receive larger shares of transmission time.

[0136] In a variation of the fifth embodiment, the value of
® 1is controlled on the basis of the processing power of the
node instead of the urgency of the data to be transmitted. In
this variation, each node has a fixed value of w, but among
neighboring nodes, nodes with higher processing power
obtain a relatively large proportion of the data communica-
tion time. More generally, the value of w can be controlled
according to any prescribed property of the nodes.

[0137] Itis also possible to control the value of ® dynami-
cally on the basis of network traffic conditions, or by taking
a plurality of factors, such as both the transmission priority
level and the processing capabilities of the node, into
consideration.

[0138] The fifth embodiment maintains the effects of the
first embodiment, but enables transmission time to be
assigned to neighboring nodes in unequal shares by allowing
one node to use more time slots than another. That is, one
node may receive more opportunities to transmit than
another node.

[0139] The fifth embodiment also allows the number of
time slots used by each node to be adjusted autonomously,
based on priority and various other factors such as individual
node characteristics and network conditions, without requir-
ing centralized control.
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[0140] The fifth embodiment is particularly useful in net-
works that transmit different types of data with different
degrees of urgency. Efficient communication in such net-
works requires that data having a relatively high level of
urgency be transmitted with higher priority than data having
a relatively low level of urgency. The fifth embodiment
enables urgent data to be transmitted efficiently even when
the network is congested, thereby enhancing the usefulness
of the network for communication.

Sixth Embodiment

[0141] Next, a sixth embodiment of the present invention
will be described. The nodes in the sixth embodiment have
the same structure as in the first embodiment, shown in FIG.
2, except that the communication timing controller 12 has a
plurality of state variable signal generating units, each
receiving the received impulse signal Sprll and generating
an independent phase signal Sprl2 to determine the trans-
mission timing of an output impulse signal Soutll. For
example, the communication timing controller 12 may
include four state variable signal generating units al to a4 as
shown in FIG. 9. The impulse signal transmitter 13, steady-
state decision unit 14, and data communication unit 15 are
shown for convenience in this drawing as a single functional
block receiving the phase signals Sprl2 from all four state
variable signal generating units 1a to a4.

[0142] The state variable signal generating units may
operate according to the model given by the equation (1)
given in the first embodiment, or various other models.

[0143] The operation of the sixth embodiment is basically
similar to the operation of the first embodiment, except that
the state variable signal generating units in the communi-
cation timing controller 12 operate in parallel. Each state
variable signal generating unit uses the received impulse
signal Sprll to calculate phase values 6,(t) by, for example,
solving equation (1) in the first embodiment. The calculated
phase values 0,(t) are supplied independently from the four
state variable signal generating units al, a2, a3, a4 to the
impulse signal transmitter 13, steady-state decision unit 14,
and data communication unit 15 as phase signals Spr12.

[0144] For simplicity, it will be assumed below that the
value of the proper angular oscillation parameter w is the
same in each state variable signal generating unit. The value
of w may be fixed for the whole system, as in the first
embodiment. The fifth embodiment can also operate, how-
ever, in a mode permitting the value of w to differ between
different nodes, or between different state variable signal
generating units in the same node.

[0145] The impulse signal transmitter 13 transmits an
output impulse signal Soutll each time the phase signal
Sprl2 received from any one of the state variable signal
generating units takes on a specific value 0;(t)=c (0=a<2
). The same output operation is performed in the same way
in response to all of the phase signals Spr12 output from the
state variable signal generating units. The output impulse
signals Sout1l are both transmitted to the outside world (to
other nodes) and fed back to the communication timing
controller 12.

[0146] The feedback of the output impulse signals Sout11
is used when the state variable signal generating units in the
communication timing controller 12 calculate the phase
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6,(t). More specifically, each state variable signal generating
unit calculates the phase 6,(t) not only from the received
impulse signal Sprll, but also from the output impulse
signals Soutll generated by the other state variable signal
generating units’ phase signals Sprl2. These output impulse
signals Soutll, like the received impulse signal Sprll, are
represented by the term P, (t) in the equation (1) shown in the
first embodiment.

[0147] The steady-state decision unit 14 selects one of the
four phase signals Sprl2 that are input in parallel, and uses
the selected phase signal Sprl2 as a time base. The decision
calculations described in the first embodiment are repeated
at intervals equal to the period of the selected phase signal
Spr12. A hypothetical received impulse signal Sprll is
assumed to have been received when the phase of each
non-selected phase signal Sprl2 takes on a specific value
0;()=0. (0=0a<2 m). This enables the communication timing
controller 12 to reach a steady state in which the output
impulse signals Soutll generated on the basis of the phase
signals Spr12 output by the plurality of state variable signal
generating units and the received impulse signals Sprll
received from the outside world are stabilized in an appro-
priately separated temporal relationship. In the steady state,
each period of any one of the phase signals Spr12 output by
the state variable signal generating units includes a plurality
of transmission timings of output impulse signals Soutll,
and these transmission timings are related so that they do not
collide either with the transmission timings of the other
output impulse signals Soutll or with the reception timing
of the received impulse signal Sprll.

[0148] The data communication unit 15 transmits the
output data signal Sout12 in time slots related to the timing
of transmission of the output impulse signals Soutll as in
the first embodiment. A plurality of time slots are obtained
within each period of the phase signals Sprl2, the number of
time slots per period being equal to the number of state
variable signal generating units.

[0149] The sixth embodiment can be viewed as operating
as if each node comprised a plurality of internal sub-nodes
interacting mutually through their output impulse signals
Soutl1l, as well as interacting with neighboring nodes in the
outside world. Each sub-node obtains its own time slots;
consequently the node as a whole obtains a plurality of time
slots within each period of the phase signal Sprl12.

[0150] The number of sub-nodes, that is, the number of
state variable signal generating units, may differ from one
node to another. The number of sub-nodes operating in a
node may depend on the processing capability of the node,
or on other node properties. The number of sub-nodes may
also be controlled dynamically on the basis of, for example,
a quantified priority level or one or more other factors as
described in the fifth embodiment. In any case, the more
sub-nodes there are operating in a given node at a given
time, the more time slots that node receives.

[0151] The sixth embodiment accordingly enables time
slots to be apportioned among neighboring nodes on an
unequal basis. As in the fifth embodiment, nodes with
greater processing power or more urgent transmission needs
can receive more time slots than nodes with less processing
power or less urgent transmission needs. Adjustment of the
relative positions of the time slots so as to avoid data
collisions remains autonomous, and adjustment of the num-
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ber of time slots can also be made autonomous. For example,
each node can operate a number of state variable signal
generating units (sub-nodes) proportional to the quantized
priority level of the data it has to transmit. The number of
sub-nodes can also be adjusted according to network con-
ditions.

[0152] The sixth embodiment accordingly provides effects
similar to those provided by the fifth embodiment, by
varying the number of state variable signal generating units
instead of varying the natural angular frequency parameter
o.

[0153] The sixth embodiment is particularly effective in
increasing the functional performance of a hybrid mixed
network in which nodes of different types, such as nodes
with different functions or processing capabilities, commu-
nicate with each other.

[0154] In a variation of the sixth embodiment, the phase
signal Sprl2 output from each state variable signal gener-
ating unit al, a2, a3, a4 is fed back to other state variable
signal generating units in the communication timing con-
troller 12, instead of using feedback of the output impulse
signal Soutll. Since the phase of the output impulse signal
Sout11 is determined by the value of the phase signal Sprl2,
the calculations performed by the state variable signal
generating units al, a2, a3, a4 remain essentially the same.

Seventh Embodiment

[0155] Next, a seventh embodiment of the invention will
be described. The nodes in the seventh embodiment have the
same structure as in the first embodiment, shown in FIG. 2,
except that the communication timing controller 12 has a
plurality of state variable signal generating units, as in the
sixth embodiment. In the following description, the com-
munication timing controller 12 has four state variable
signal generating units al to a4 as shown in FIG. 10. Each
of the state variable signal generating units operates simi-
larly to the communication timing controller 12 in the first
embodiment, generating a phase signal Spr12.

[0156] In the seventh embodiment, the impulse signal
transmitter 13 transmits output impulse signals Soutll in
four mutually distinguishable frequency bands. Output
impulse signals transmitted at timings calculated by the first
state variable signal generating unit al are transmitted in a
first frequency band f1; output impulse signals transmitted at
timings calculated by the second, third, and fourth state
variable signal generating units a2, a3, a4 are transmitted in
respective frequency bands 2, £3, f4. The output impulse
signals Soutll are not fed back to the state variable signal
generating units al, a2, a3, a4.

[0157] The data communication unit 15 transmits output
data signals Sout12 in these same frequency bands f1, 2, £3,
f4, depending on the state variable signal generating unit that
calculated the output timing. Output data signals Soutl2
transmitted at timings derived from the phase signal Spr12
received from the first state variable signal generating unit
al, for example, are output in the first frequency band f1.

[0158] The impulse signal receiving unit 11 and the data
communication unit 15 receive input impulse signals Sin11
and input data signals Sinl2 in the same four frequency
bands f1, £2, {3, f4, using bandpass filters or other appro-
priate means to separate the signals received in different
frequency bands.
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[0159] Inthe seventh embodiment, accordingly, each node
operates as if it comprised a plurality of sub-nodes, each
sub-node operating in a different frequency band. Since the
sub-nodes communicate in different frequency bands, they
can transmit simultaneously, making it possible to increase
the traffic capacity of the node.

[0160] The seventh embodiment provides substantially the
same effects as the first and sixth embodiments, but greatly
increases the traffic capacity of the network by using mul-
tiple frequency bands.

[0161] Next, several variations of the preceding embodi-
ments will be described

First Variation

[0162] In the embodiments described above, each node
interacts only with its neighboring nodes, but the invention
is not limited to interactions with neighboring nodes. There
may be one or nodes that interact with all other nodes in the
network. That is, the network may include both locally
interacting nodes and globally interacting nodes.

Second Variation

[0163] Equation (1) was used in the processing in the
communication timing controller 12 described in the first
embodiment. In this processing, random variability is intro-
ducing by a random variable ¢(t) into the phase response
function, but random variability can also be introduced by
adding ¢(t) directly to the natural angular frequency w, as
follows.

N
do(0/dr=w+¢0) + y P(0): RO(1)
k=1

R(0;(1)) = sin(6; (1) + 1)

[0164]
[0165]
[0166]
[0167]
[0168]

6,(1): phase signal of node i

o: natural angular frequency parameter
P,(t): received impulse signal from node k
R(6(t)): phase response function

¢(t): random noise function

Third Variation

[0169] In the preceding embodiments, each node had a
sensor and transmitted observation data Sprl5 obtained from
the sensor 16 as the output data signal Sout12. As a variation
of any of the preceding embodiments, the node may transmit
data obtained by performing a computational operation on
the observation data SprlS. As a further variation, the sensor
may be dispensed with; the output data signal Soutl2 may
be the result of a computational process performed on the
input data signal Sinl2, the value of a variable indicating an
internal state of the node, the result of a computational
process performed on one or more internal state variables,
data input by a manual operation, or any other type of data.

Fourth Variation

[0170] In the preceding embodiments, the output impulse
signal Soutll was transmitted regardless of the presence or
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absence of data to be transmitted. As a result, time slots were
reserved even for nodes not generating data traffic. In a
variation of the preceding embodiments, only nodes that
generate traffic transmit the output impulse signal Soutll.
By eliminating unused time slots, this variation increases the
traffic capacity of the network. As the nodes generating
traffic change over time, time slots are reassigned by autono-
mous cooperation among the nodes currently generating
traffic.

Fifth Variation

[0171] Adifferential equation (1) was used to describe the
processing performed by the communication timing control-
ler 12 in the first embodiment, but other types of equations
can be used instead. One example is a difference equation or
recursion formula obtained by changing the continuous time
variable t in equation (1) to a discrete time variable as shown
below.

[0172] In the equation below, n is a discrete time variable
taking on positive integer values. The other symbols have
the same meanings as in the first embodiment, except that
they are all functions of the discrete time variable n. The
quantity At indicates the step width of discrete time. The
continuous time variable t and the discrete time variable n
are related by At (more specifically, t=n-At)

N
On+1)=0(n+|w+ Z Pi(n)- R(6i(n), o(n)) |- Az
k=1

RG(n), () = sin@:(m) + o)
o(n) = 7+ $(n)

n=0,1,2,...

Ar: discrete time step width

[0173] In the equation above, only the time axis is treated
in discrete steps, but it is also possible to have the state
variables take on discrete values. That is, the state variables
can be quantized. In the present case, the phase signal 8,(t)
is quantized and takes on M discrete values, where M is a
positive integer. In the equation below, quantization is
expressed by a quantizing function quan(*) that converts an
arbitrary continuous quantity (*) to an integer by dividing
the quantity by a quantization step width w and ignoring the
remainder. The quantization step width w is equal to the
dynamic range of the quantity (*) divided by M. For the
phase signal 0,(t), the quantization step width w is equal to

2 /M.
-Al]

N
@+ ) Pu(n)- RG,n), o))

Oiin+1)=6;(n)+ quan[
k=1

R(6;(m), () = sin(0;(n) + o(n))
o(n) =n+dn)

n=0,1,2,...

Ar: discrete time step width
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Sixth Variation

[0174] In the preceding embodiments, neighboring nodes
interact by sending output impulse signals Soutll at discrete
intervals, but the nodes can also interact by sending a
continuous state variable signal. The equation (1) used in the
first embodiment should then be modified as shown below.

[0175] In the equation below, the i-th node transmits its
own phase signal 0,(t) continuously to the neighboring
nodes, and receives their phase signals 0,(t). As in the first
embodiment, there are assumed to be N neighboring nodes,
and k takes on values from one to N. The mutual interactions
take place continuously, as the phase signals are received
and processed continuously. The variable C in the equation
below is a constant parameter. The other symbols have the
same meanings as in the equation (1) in the first embodi-
ment.

N
46,0 /1= 0w+ =" P RO, 6,0, 010)
k=1

R(O: (1), 0:(1), o7(1)) = sin(6; (1) = (1) + 0°(1))
o) =7 +¢0)

[0176] Although time and phase are treated as continuous
variables in the equation above, it is possible to treat time
and/or phase in discrete steps, as in the fifth variation. The
modifications described in the second embodiment and the
second variation above can also be made, and further
modifications, including modifications of the underlying
nonlinear oscillation model, are also possible as mentioned
in the first embodiment. For example, it is possible to use the
well-known van der Pool equation, which models nonlinear
oscillatory phenomena in electronic circuits. Although this
model can be incorporated into the present invention by
providing hardware circuits that actually exhibit the mod-
eled oscillations, the model can also be incorporated in
software by using general methods of numerical analysis,
such as the Runge-Kutta method.

[0177] The van der Pool equation and other general mod-
els of nonlinear oscillation or non-chaotic oscillation can be
used regardless of whether the mutual interactions between
nodes take place continuously or at discrete intervals, and
regardless of whether time is treated as a continuous or
discrete variable. The present invention does not depend on
any particular model of oscillation, or any particular math-
ematical form of expression of the model.

Seventh Variation

[0178] In the preceding embodiments, the neighboring
nodes interacted by wireless communication, but the inven-
tion is not limited to wireless communication. The invention
can also be practiced in a system in which a number of
spatially distributed nodes exchange data over wires. For
example, the invention can be applied to a wired local area
network (LAN), a wired server-client network, a wired
network including sensor nodes, actuator nodes, and con-
troller nodes, or a network in which wired connections and
wireless connections are mixed.

[0179] The present invention can also be used as a com-
munication protocol for exchanging routing tables between
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routers at different timings on the Internet. A router is a relay
node device that routes information to its destination on a
network by selecting communication paths. A routing table
is essentially a communication path selection rule referred to
when the information is routed. To achieve efficient com-
munication, it is necessary to keep updating the routing
tables in response to changes in network topology, local
traffic conditions, and so on. Each router therefore periodi-
cally transmits routing table information to the other routers
in the network.

[0180] As shown by Floyd et al. in “The Synchronization
of Periodic Routing Messages”, IEEE/ACM Transactions on
Networking, Vol. 2, No. 2, pp. 122-136, April 1994, even
though different routers transmit their routing tables inde-
pendently, these transmissions have a tendency to become
mutually synchronized. Floyd et al. propose a method of
avoiding synchronization by imposing random variability on
the period between routing table transmissions, and this
method is shown to produce some effect. Because the
method depends only on randomness, however, an undesir-
ably high degree of randomness is required.

[0181] If the present invention is applied to the transmis-
sion of routing tables, neighboring routers can adjust the
time slots in which they transmit routing tables autono-
mously among themselves, so that different routers transmit
routing tables at different times. Because the routers actively
avoid each other’s time slots, the method of the present
invention achieves a greater effect than the method proposed
by Floyd et al., while requiring less randomness.

[0182] The transmission of routing tables is only one
example of the type of transmission of data at periodic
intervals to which the present invention is applicable. The
invention can be used to avoid collision or synchronization
in all types of networks, whether wireless or wired, and it
can be used as a communication protocol for achieving
efficient data communication possessing with both adapt-
ability and stability.

[0183] When the object is to avoid synchronization, the
functional components of a single node may be disposed at
physically separate locations, and separated functional ele-
ments may be interconnected by the network.

Eighth Variation

[0184] Instead of transmitting data pulse signals as in the
third embodiment, or separate data signals and impulse
signals as in the other embodiments, neighboring nodes may
interact simply by transmitting data. The data signals
received from other nodes can be processed in the commu-
nication timing controller 12 by using equation (1) as in the
first embodiment, by generating internal impulse signals in
synchronization with the start of reception. Data signals are
transmitted at the timings calculated by the communication
timing controller 12. The steady state is reached when the
neighboring nodes start transmitting data at mutually sepa-
rated timings. Each data transmission ends before the start of
the next transmission from a neighboring node. Meaningful
data are transmitted in the steady state; dummy data are
transmitted in the transitional state leading to the steady
state. Dummy data may therefore collide, but loss of mean-
ingful data is avoided.

[0185] Those skilled in the art will recognize that further
variations are possible within the scope of the invention,
which is defined in the appended claims.
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What is claimed is:

1. A node used as a first node in a communication system
that also includes at least a second node, the first node
comprising:

a signal communication unit operable to transmit a first
state variable signal to the second node and receive a
second state variable signal from the second node, the
first state variable signal indicating a first operating
timing of the first node, the second state variable signal
indicating a second operating timing of the second
node; and

a timing decision unit operable to cause a periodic opera-
tion to take place in the first node at a timing responsive
to the second state variable signal, to generate the first
state variable signal so that the first operating timing is
related to the timing of the periodic operation, and to
adjust the timing of the periodic operation so that the
first operating timing and the second operating timing
are distanced from each other.

2. The node of claim 1, wherein the timing decision unit
causes the periodic operation to take place at a basic rate and
adjusts the timing of the periodic operation by temporarily
varying the basic rate.

3. The node of claim 2, wherein the timing decision unit
varies the basic rate according to a rule that makes the first
operating timing and the second operating timing mutually
repulsive.

4. The node of claim 3, wherein the timing decision unit
also varies the basic rate randomly.

5. The node of claim 2, wherein the timing decision unit
determines the basic rate according to a processing capabil-
ity of the first node.

6. The node of claim 2, wherein the periodic operation
includes transmission of data from the first node, and the
timing decision unit determines the basic rate according to
a priority of the data to be transmitted.

7. The node of claim 6, wherein the timing decision unit
sets the basic rate to a value substantially equal to an integer
multiple of a reference value.

8. The node of claim 6, wherein the timing decision unit
increases the basic rate as the priority increases.

9. The node of claim 1, wherein the first state variable
signal is modulated by a data signal, so that the first state
variable signal carries data as well as indicating the first
operating timing.

10. The node of claim 1, further comprising:

a steady-state decision unit for deciding whether a steady-
state relationship exists between the first operating
timing and the second operating timing; and

a data communication unit for transmitting data at a
timing determined from the first operation timing when
said steady-state relationship exists.

11. The node of claim 1, wherein the first state variable
signal has a first transmission range controlled by the signal
communication unit, the data have a second transmission
range controlled by the data communication unit, and the
first transmission range differs from the second transmission
range.

12. The node of claim 1, wherein the timing decision unit
includes a plurality of calculation units each generating a
separate first state variable signal.
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13. The node of claim 12, wherein the number of calcu-
lation units in the timing decision unit depends on a pro-
cessing capability of the first node.

14. The node of claim 12, further comprising a data
communication unit for transmitting data from the first node
at timings determined from the first operating timing,
wherein the number of calculation units in the timing
decision unit depends on a priority of the data to be
transmitted.

15. The node of claim 12, wherein the first state variable
signals generated by the calculation units indicate different
first operating timings.

16. The node of claim 12, wherein the first state variable
signals generated by the calculation units are transmitted in
different frequency bands.

17. The node of claim 16, further comprising a data
communication unit for transmitting data from the first node
at timings determined from the first operating timings, in the
frequency bands in which the first state variable signals that
indicate the first operating timings are transmitted.

18. A communication system comprising a plurality of
nodes of the type described in claim 1.

19. A method of controlling a first node and a second node
in a network, comprising:

transmitting a first state variable signal from the first node
to the second node, the first state variable signal indi-
cating a first timing related to a first periodic operation
performed at the first node;

transmitting a second state variable signal from the sec-
ond node to the first node, the second state variable
signal indicating a second timing related to a second
periodic operation performed at the second node;

controlling the first timing autonomously at the first node
so as to distance the first timing from the second timing;
and

controlling the second timing autonomously at the second
node so as to distance the second timing from the first
timing.

20. The method of claim 19, further comprising:

transmitting data from the first node at a timing deter-
mined from the first timing; and
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transmitting data from the second node at a timing deter-
mined from the second timing.

21. The method of claim 20, further comprising deciding
whether a steady-state relationship exists between the first
timing and the second timing, wherein said data are trans-
mitted from the first node and the second node only when the
steady-state relationship exists.

22. The method of claim 19, wherein controlling the first
timing further comprises:

determining a basic rate of the first periodic operation;
and

varying the basic rate according to a rule that makes the
first timing and the second timing mutually repulsive.

23. The method of claim 22, wherein controlling the first
timing further comprises randomly varying the basic rate.

24. The method of claim 22, wherein the first operation
includes transmitting data from the first node, and determin-
ing the basic rate comprises assigning a priority to the data
to be transmitted, the basic rate being determined from the
priority.

25. A machine-readable medium storing a program for
controlling a first node in a network including at least the
first node and a second node, the program including instruc-
tions for:

receiving from the second node a state variable signal
indicating a timing of a periodic operation performed at
the second node;

controlling a timing of a periodic operation performed at
the first node responsive to the state variable signal
received from the second node so as to distance the
timing of the periodic operation performed at the first
node from the timing of the periodic operation per-
formed at the second node; and

transmitting to the second node a state variable signal
indicating the timing of the periodic operation per-
formed at the first node.
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